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Résumé

Nous utilisons un panel issu de données administratives sur les salaires pour estimer par
individu des équations de salaires dérivées d'un modèle à la Ben Porath. Ce modèle structurel
d'investissement en capital humain au long du cycle de vie permet de rendre compte des inter-
ruptions de participation au marché du travail et traite explicitement des problèmes de données
manquantes et d'attrition. La sélection est modélisée à partir de modèles à facteurs. Les résultats
montrent l'importance que les interruptions ont, y compris pour les hommes, sur les di�érences
de trajectoires salariales.

Abstract

We use rich administrative panel data on earnings to estimate individual-speci�c wage dy-
namics equations derived from a Ben Porath model. This structural model of human capital
investments over the life-cycle allows for interruptions in labour market participation and expli-
citly deals with missing data and attrition. Selection is modelled using unobserved factors and
factor loadings. Results evince the strong explanatory power of interruptions for wage processes
even for males.
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1 Introduction

Recent increases in earnings inequality across OECD countries have spurred researchers to
investigate the dynamics of earnings or incomes and the insurance mechanisms that households
use to protect themselves against earnings shocks when markets are incomplete (see Blundell,
2014 for a review). Most analyse interactions between labour earnings processes along the life-
cycle and consumption dynamics (Meghir and Pistaferri, 2010), or household labour supply
dynamics (Imai and Keane, 2004). Certain analyses more narrowly focus on the speci�cation of
earnings dynamics that can be studied using long panel survey or administrative data (Guvenen,
Karahan, Ozkan and Song, 2015). In particular, there has been a few recent attempts to estimate
speci�cation of earnings or wage processes à la Mincer (1974) while including a lot of heterogeneity
as in Browning, Ejrnaes and Alvarez (2012), Polachek, Das and Thamma-Apiroam (2015) or
Magnac, Pistolesi and Roux (2014). These authors pay a particular attention to individualize
as much as possible the earnings processes by estimating sets of individual-speci�c parameters
beyond the permanent e�ects that appear in equations commonly estimated with panel data of
earnings (Heckman, Lochner and Todd , 2006). In addition, Polachek et al., (2015) or Magnac et
al. (2014) emphasize the importance of the economic underpinnings of the wage equations that
are considered. In particular, they set up Ben Porath (1967) human capital model of earnings over
the life-cycle, although in di�erent guises, to justify their speci�cations. By doing so, parameters
governing the earnings equation acquire a structural economic interpretation that can be related
to individual characteristics if those are available. These parameters are related to ability to learn
and to earn of individuals (Browning, Hechman and Hansen, 1999, Rubinstein and Weiss, 2006)

Yet, survey or administrative panel data on earnings are plagued with missing data and at-
trition issues. The most common attitude among researchers is to select earnings histories which
are su�ciently long and to treat the missing observations in the earnings histories as random.
This issue is particularly important when parameters are individual-speci�c since their estima-
tion derives from individual time-series and therefore relies for consistency of those estimates
on the number of periods being large. These time-series of wages are irregularly spaced over
time because of interruptions in labour market participation. This procedure might induce si-
zable small-sample biases in those estimates if the degree of attachment to the labor market, as
measured by the reciprocal of the number of interruptions in individuals' careers, is somehow
associated to individual parameters such as the ones which describe abilities, returns to human
capital investments or their costs. In a nutshell, irregular wage histories are likely to be selected
out by these procedures and the distribution of individual-speci�c parameters truncated out.
Correction for missing data however is di�cult in the absence of good instruments which would
a�ect entry in and exit from the panel without a�ecting earnings or in the absence of credible
alternative exclusion restrictions (Davezies and D'Haultfoeuille, 2011).

In this paper, we set out structural restrictions to identify the e�ect of selection. We build
upon the structural model proposed by Magnac, Pistolesi and Roux (2018) who proposed a
linear model for the logarithm of earnings over the life-cycle as a function of four individual-
speci�c parameters : the initial level of human capital at entry in the labour market, the returns
to human capital, their costs and the terminal value of human capital stocks. We show that
this model extends to the case of two or more sectors in which these individual parameters are
further di�erentiated. This setting �ts the particular case in which wages in one sector of the
labour market are observed while wages, if any, in an alternative sector are not. This provides
us with a way of modeling temporary or permanent attrition in the life-cycle histories of wages
in the private sector that we observe. The di�erential structure of rewards and costs of human
capital investments across sectors creates a wedge between the accumulation processes in human
capital in the two sectors (for instance Blundell, Costa-Dias, Meghir and Shaw, 2016, for part-
time/full-time evidence) . In particular, we expect that rates of return and costs are di�erent and
that interruptions in the career have a sizable e�ect on human capital investments. That leads
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us to introduce additional terms in wage equations re�ecting the number of periods spent out of
the labour market. These ideas borrow from the literature on the impact of interruptions during
the life cycle in Mincer log-wage equations and in particular that interruptions have explanatory
power for the gender wage gap (as reviewed for example in Polachek and Das, 2017).

Furthermore, to achieve conditional independence between the life-cycle wage equation and
the selection process of labour market participation, we posit a factor structure for the residual
process in wages and make the assumption that transitions between sectors are independent
of wage processes in the two sectors conditionally on these unobserved factors. A set-up with
factor structures was introduced in this literature by Aakvik, Heckman and Vytlacil (2005) and
squares well with the fact that lots of heterogeneity a�ect wage histories over the life-cycle. The
generalization of selection-on-unobservable-factors present in di�erence-in-di�erences methods
was also explored by Gobillon and Magnac (2016).

In the empirical analysis, we estimate parameters using a long administrative panel dataset
collected in France for social security purposes and which is typical of administrative datasets
that can be found in many countries. We use wage observations of male individuals having entered
the labour market between 1985 and 1992 and are followed until 2012 � if they do not leave the
panel before. We estimate those factor models using the method of Bai (2009) with observed
variables and observed factors that derives from the structural speci�cation of the human capital
model as well as unobserved factors that control for selection.

Some results are worth highlighting. First, when looking at returns to experience after 20
years that approximately double wages in our preferred speci�cation, a speci�cation excluding
the e�ect of interruptions and unobserved factors have a bias of 7.8%. Second, a large part
of this bias comes from the in�uence of interruptions on human capital accumulation and not
from unobserved factors so that selectivity seems mainly captured by interruptions and not
by additional heterogeneity factors. Unsurprisingly, the higher the level of interruptions, the
higher the bias for omitting interruptions. yet, unobserved factors and interruptions are strongly
correlated which prove that unobserved factors play out in labor market selection.

The outline of the paper is the following. Section 2 brie�y describes empirical evidence about
the panel data on earnings that we use. Section 3 sets up the structural model and Section 4 the
identifying restrictions of the econometric model. Section 5 presents our estimation strategy and
results are reported in Section 6.

2 Evidence on Wage Dynamics

2.1 The data

In the empirical analysis, we use the 2011 DADS Grand Format-EDP panel dataset in
which we follow all individuals born in the �rst four days of October of an even year. It is
constructed from two di�erent sources (Déclaration Annuelles des Données Sociales i.e. DADS
and Echantillon Démographique Permanent, i.e. EDP). The data record all jobs in the private
sector since 1976 and certain jobs in the public sector since 1988. 1 We restrict our attention to
jobs in the private sector because the information on public sector employees cover them partially
only.

The DADS are collected for social security and tax purposes and contain details on job
characteristics and in particular, labor earnings and days of work. Those are used to determine
the status (full-time or part-time) and they record labor earnings and days of work. For a
given individual and year, we aggregate earnings and days of work for all full-time jobs. We

1. Three years are missing (1981, 1983 and 1990) because resources of the French Institute of Statistics
were devoted to the collection of 1982 and 1990 censuses rather than to the management of the earnings
data.
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use these quantities to construct the daily wage. 2 The dataset contains 2, 089, 753 observations.
Information on the education level as measured by diploma is recovered from EDP which links
DADS with data from the 1975, 1982, 1990, 1999 and 2006-2011 censuses. We consider the highest
education levels obtained by individuals and regroup them into four categories : high-school drop
outs, high-school graduates, two years, or short-track, college and college graduates with more
than two years in college or from top engineering schools.

We selected observations in the following way. For coherency reasons, we recoded as missing
person-year observations for which the daily wage is lower than 80% of the minimum wage or
for which the number of days of work is lower than 180 (6 months). Part-time individual -year
observations are coded as missing. We further restricted the sample to individuals for whom the
information on the education level is not missing. Those observations de�ne the sector denoted e
for employment and we consider that at all other dates individuals are in the alternative sector,
somewhat abusively denoted n for non-employment since it can be any other occupation not
in the private sector. The year of entry into the panel is de�ned as the �rst year an individual
works in sector e. We focus on males who enter the market over the 1985-1992 period and who
are 16−30 years old at the entry date. We obtain a sample of 178, 098 observations corresponding
to 12, 212 males. We retain individuals whose wages in sector e are observed in at least 15 years
to get reliable estimates and we end up with a sample of 137, 315 observations corresponding to
7, 004 males. Details on the change in sample size when making successive selections are given
in Data Appendix.

2.2 Descriptive statistics

We start by describing the pro�le of the logarithm of wages as a function of potential expe-
rience in the whole sample and by education level. Wages are de�ated by the the World Bank
consumer price index. 3 We restrict pro�les to 20 years of potential experience only because the
younger cohort enters in 1992 and the panel ends in 2011. We also assess to what extent our
restriction that individual wages must be observed at least 15 times alter these pro�les.

Figure 2 represents the mean log-wage as a function of potential experience for the unres-
tricted and restricted samples, by diploma. Mean log-wages are increasing and slightly concave
for low values of potential experience and they are not a�ected by our sample restriction. As
expected, the level of log-wages increases with education level and their slope as a function of po-
tential experience is steeper for higher education levels so that mean log-wage di�erences across
education levels increase with potential experience. As before, our sample restriction does not
a�ect mean log-wage pro�les.

As these statistics are very similar for the unrestricted and restricted samples, we focus from
now on on the restricted sample and �rst analyze how mean log-wages re�ect human capital
investments. Indeed, mean log-wage pro�les reported above are the composition of increasing
investments with potential experience and increasing human capital prices due to other factors
of production such as capital or technical progress. We derive the evolving price of human capital
from a ��at spot� approach (Heckman, Lochner and Taber, 1998, Bowlus and Robinson, 2012).
We consider the subsample of individuals aged 50 − 55 in each year because those individuals
presumably stop investing in human capital, at least as a �rst-order approximation. We de�ne
their median wage by year and education level as the price of human capital for a given education
level in a given year. The resulting prices over the calendar years are reported in Figure 3. It
shows that the price of human capital for high school dropouts increases over the period in France
by roughly 50%, mainly because of increases in the minimum wage which have been larger than
average wage increases since the 1970s (Cette et al., 2012). For other groups, prices increased
until year 6 and became �atter afterwards. Increases sum up to around 20% over the whole period

2. We ignore overlaps of job spans because they are exceptional for full-time jobs.
3. https ://data.worldbank.org/indicator/FP.CPI.TOTL?locations=FR
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except for short-track college graduates whose price increases by more than 30% over the whole
period. It corresponds to an increase in the supply of these education levels at the beginning of
the 1990s (Albouy and Tavan, 2008).

Our resulting outcome variable, which stands for the e�ect of human capital investments on
wage pro�les over time and potential experience is the logarithm of wage from which we subtract
the logarithm of the price of human capital corresponding to the education level of the individual
in a given year. As shown in Figure 4, considering log-wages de�ated with human capital prices
does not a�ect much our descriptive results on the shape of pro�les of mean and variance of
log-wages although it does a�ect the scale of the mean log-wage pro�les.

Figure 4 also reports the variance of log-wages as a function of potential experience for the
unrestricted and restricted samples. This variance is increasing and di�erences between samples
are negligible. Interestingly, both levels and slopes di�er in a sizable way across education le-
vels. Higher education levels are characterized by a larger variance and a steeper slope although
variance pro�les for high-school graduates and short-track college graduates are very close. Mo-
reover, there is some evidence of a Mincer dip (Mincer, 1974) and it is probably still masked by
the fact that we consider di�erent cohorts (see Magnac, Pistolesi and Roux, 2014 for a single
cohort analysis). Our complete speci�cation estimated below shows more pronounced Mincer
dips than this descriptive analysis.

Serial correlations between log wages at di�erent periods are reported in Table 1 and entail
important stylized facts. The one-year lag correlation starts at .83 and grows until 0.94 at the
end of the period of observation. Wages are getting more and more persistent when potential
experience increases and this indicates that the variance of idiosyncratic shocks on wages tends
to decrease over time (Magnac et al., 2014). Non stationarity is an important element to model
in wage dynamics and this will be captured by factors in our empirical analysis. Second, the
correlation decreases at longer lags although much less than at a geometric rate. At a 20-year lag,
the correlation is equal to 0.28 far above (.83)20. This likely denotes the presence of unobserved
permanent heterogeneity which will be captured by factor loadings of observed and unobserved
factors in our empirical analysis.

Table 2 reports statistics on interruptions in individual participation to sector e which sever
the observation process of wages. The two parts in the Table, under the headings of No cen-
sorship and Censorship di�er in the way the last periods of observation are dealt with. Under
No censorship, the periods after the last period in sector e are treated as interruptions while
under Censorship they are not. For instance, we would treat as an interruption, for an individual
exiting in 2007 and being absent until the end of the panel in 2011, the periods between 2007
and 2011. Concentrating on the No censorship case, we can see that the cumulated duration
in interruptions is 3.7 years ith respect with an average length of stay of about 21 years. The
number of interruptions is low and equal to 1.44. The distribution of these interruptions is quite
disperse however since 523 male individuals have more than 4 interruptions and their cumulative
durations reach between 7 and 9 years. Those have a lesser attachment to employment in the
private sector than others.

3 The economic model

In this section, we set up the model, analyze its structural predictions and derive the reduced
form to be brought to the data.

3.1 Set up

We start from the description of human capital accumulation in two distinct sectors. We then
present the timing of decisions and de�ne value functions. We end up with the description of
terminal conditions.
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3.1.1 Human capital accumulation in two sectors

We assume that an individual at period t chooses a state in the labour market, st, among two
denoted s = n (non employment) and s = e (employment) at each period t ∈ {t0, ..., t0 + d} in
which t0 is an arbitrary initial date. All variables and parameters are individual-speci�c (although
an individual subscript is omitted for readability). Individual earnings when the individual is in
sector s are assumed to be given by :

yst = exp(δst )Ht exp(−τt), (1)

in which Ht is the stock of human capital at the beginning of period t, δst is the rental rate or
"price" of human capital in sector s at time t and τt is a decision variable such that the term,
1− exp(−τt), can be interpreted as the fraction of non-leisure time, or alternatively the intensity
of e�ort, devoted to investing in human capital. This fraction is increasing in τt, equal to zero
when τt = 0 and equal to one when τt = +∞. This is why we call, τt ≥ 0, the individual decision
of investment in human capital at time t.

The technology of production of human capital in sector s is described by

Hs
t+1 = Ht exp[ρsτt − λst ], (2)

in which ρs is the rate of return of human capital investments in sector s (�xed over time
but individual speci�c) and λst is the depreciation of human capital in sector s at period t.
Depreciation λst embeds individual-speci�c or aggregate shocks that depreciate previous vintages
of human capital. Shocks are state-speci�c if human capital depreciation is larger when non-
employed than when employed as on-the-job learning is more likely. Furthermore, on-the-job
learning and learning when non-employed vary across individuals. The price of human capital,
δst , and the depreciation, λ

s
t , are treated as stochastic processes whose properties are made precise

below.
Period-t utility in sector s is written as :

ln yst − c
(τt)

2

2
+ ωt1{s = e}, (3)

in which the shock, ωt, expresses a relative preference for working in sector e with respect to
sector n. Furthermore, the cost of investment is quadratic in utility terms and indexed by an
individual speci�c parameter, c. We assume that this cost parameter is not sector dependent as
it is a parameter of the utility function. We neglect the linear component of the cost in terms of
τt because it cannot be identi�ed as log-earnings in sector s are :

ln yst = δst + lnHt − τt, (4)

and the unit in which τt is expressed, is unobserved. Increasing marginal costs �ts well with the
interpretation of τt as an exerted e�ort which decreases current earnings and provides future
returns. This is what makes unique the solution in the dynamic programming decision problem.

3.1.2 Timing and value functions

The timing of revelation of shocks, state variables and decisions about sectors and human
capital investments is plotted in Figure 1. Our key assumption is that the revelation of sector
preference shocks, ωt, and the choice of sector, st, are made before shocks on prices and depre-
ciations of human capital are revealed and decisions about human capital investments are made.
This is a speci�c version of the Roy model which is known to lead to the absence of selectivity
of sector choice on earnings (Heckman and Robb, 1985). However, in the current paper, this as-
sumption is made conditional on a certain number of factors unobserved by the econometrician
which act as controls for selectivity. We develop this framework further below.
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Figure 1 � Timing of the model
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The �rst row in this �gure reports the timing of the revelation of shocks on sector preferences,
ωt, and on price and depreciation of human capital, δ

s
t and λ

s
t . The second row reports the history

of the time processes, δs, λs and ω up to the time described by the �rst row. In particular Zt
contains the history of ω up to period t and the history of δs, λs up to period t − 1. History
Zt+1/2 completes Zt with period t information on δst and λ

s
t . The third line reports the timing

of decisions : the choice of sector is made after sector preference shocks are revealed and human
capital investments after the revelation of shocks on prices and depreciation. The state variable
Ht is inherited from the past according to equation (2) at the very beginning of period t. Below
the timeline, the potential earnings, yt, is a function of shocks on prices and depreciation.

Value functions at each stage of this timeline can now be constructed. If Vt+1 is the value
function at the beginning of period t+ 1, its arguments are the state variables, Ht+1 and Zt+1.
At the previous interim stage t + 1/2, these state variables are Ht, Zt+1/2 and for each sector
decision, s ∈ {n, e}, at time t, we model human capital investments as resulting from the following
decision program :

W s
t (Ht, Zt+1/2) = max

τt

{
δst + lnHt −

(
τt + c

(τt)
2

2

)
+ βEt+1/2

[
Vt+1(H

s
t+1, Zt+1)

]}
subject to the human capital accumulation equation (2),

because of equations (3) and (4). In this expression, Et+1/2(.) = E(. | Ht, Zt+1/2) and β is the
discount rate. This means in particular that the delay between t and t+ 1/2 is in�nitely smaller
than the delay between t+ 1/2 and t+ 1 despite our abusive notation.

At the beginning of period t, we model sector choice as resulting from :

st = e i� EtW e
t (Ht, Zt+1/2) + ωt > EtWn

t (Ht, Zt+1/2)), (5)

where Et(.) = E(. | Ht, Zt), which allows us to complete the de�nition of the recursive equation
in Vt :

Vt(Ht, Zt) = max(EtW e
t (Ht, Zt+1/2) + ωt,EtWn

t (Ht, Zt+1/2)).

As sector choice, denoted by st, a�ects the accumulation of human capital, the optimal level
of investment is τ stt . The level of human capital at date t + 1 is then given by the simpli�ed
notation, Ht+1 ≡ Hst

t+1.

3.1.3 Individual and terminal conditions

The initial level of human capital is supposed to be Ht0 at period t0. The terminal condition
of this decision program could be written by specifying an individual speci�c date at which
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investing in human capital stops as in Ben Porath (1967). We proceed di�erently by using the
dual formulation that the value of human capital stocks at an arbitrary date t0 + d in the future
is individual speci�c. 4 Speci�cally, we write that at the future date t0 + d+ 1 the value function
or the discounted value of utility stream from t0 + d+ 1 onwards is given by :

Vt0+d+1(Ht0+d+1, Zt0+d+1) = at0+d+1(Zt0+d+1) + κ lnHt0+d+1, (6)

in which the level at0+d+1 generically depends on Zt0+d+1 and in which parameter κ, which
is not indexed by t0 + d + 1 for simplicity, is assumed to be independent of Zt0+d+1 but is
individual-speci�c.

To complete the description of the economic model, we further assume that the distribution
of future shocks (ωl, δ

s
l , λ

s
l )l≥t conditionally on Zt−1/2 does not depend on the state variable

history Ht, Ht−1, .,H1.

3.2 Analysis

3.2.1 Value functions and life cycle pro�le of investments

The sequence of investments between t = t0 and t = t0 + d is called a life cycle pro�le of
investments.

Proposition 1. The sequence of value functions writes :

W s
t (Ht, Zt+1/2) = ast (Zt+1/2) + κt logHt for s = e, n

and :
Vt(Ht, Zt) = at(Zt) + κt logHt

in which

κt =
1

1− β
+ βt0+d−t(κ− 1

1− β
).

and astt (Zt+1/2) and at(Zt) are de�ned further below.

Démonstration. See Appendix

Proposition 2. The sequence of potential investments between t = t0 and t = t0 + d in each
sector s is :

τ st = max{0, 1

c
(ρsβκt+1 − 1)} (7)

Démonstration. See Appendix

Proposition 3. The values of the sector-speci�c constant terms in Proposition 1 are :

ast (Zt+1/2) = δst − βκt+1λ
s
t + c

(τ st )2

2
+ βEt+1/2 [at+1(Zt+1)] .

in which τ st is the optimal value of human capital investment when being in sector s as de�ned
in equation (7).

Démonstration. See Appendix

Proposition 4. The sector choice is determined by :

st = e i� (8)

ωt + Et
(
δet − βκt+1λ

e
t + c

(τ et )2

2

)
≥ Et

(
δnt − βκt+1λ

n
t + c

(τnt )2

2

)
.

Démonstration. See Appendix

4. This will be the last date of observation in our empirical analysis further on.
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3.3 The reduced form

Consider a worker who is in sector e at period t. As observations consist in earnings histories
starting in the private sector beginning in t0, st0 = e. Denote t1 = min{l; l ≥ t0, sl = n} ≥ t0 the
�rst period in sector n, t2 the �rst return in sector e i.e. t2 = min{l; l > t1, sl = e} > t1+1 and so
forth by induction, and Kt the overall number of spells in sector n before period t. The sequence
(t0, t1, t2, ., t2Kt) is then the sequence of transition dates into sector e (even index values) and
into sector n (odd index values). We deduce from this setting that the mapping between date
l ≤ t and the sector is given by :

sl = e for t2k ≤ l ≤ t2k+1 − 1

= n for t2k+1 ≤ l ≤ t2k+2 − 1

where k 6 Kt.

Proposition 5. Consider a worker who entered sector e for the �rst time at date t0, is in sector
e at date t, has experienced Kt spells in the alternate sector n before date t and whose trajectory
among sectors e and n is described by the sequence (t0, ..., t2Kt), where t2k−1 is the date of entry
into n at the kth spell and t2k is the date of return into sector e after this date. We also assume
that τ sll > 0 for any t0 ≤ l < t0 + d+ 1.

Log earnings are :

ln yt = η0 + η1t+ η2β
−t + η3x

(3)
t + η4x

(4)
t + vt (9)

in which :

η0 = lnHt0 −
ρet0 + 1

c

(
ρeβ

1− β
− 1

)
− (ρe)2 β

c

βd+1

1− β

(
κ− 1

1− β

)
(10)

η1 =
ρe

c

(
ρe

β

1− β
− 1

)
(11)

η2 = βt0+d+1 ρ
e

c

(
κ− 1

1− β

)(
ρeβ

1− β
− 1

)
(12)

η3 =

(
ρn

c

(
ρnβ

1− β
− 1

)
− ρe

c

(
ρeβ

1− β
− 1

))
(13)

η4 =
1

c

(
(ρn)2 − (ρe)2

)(
κ− 1

1− β

)
βt0+d+1

1− β
(14)

and x(3)t , x(4)t and vt are de�ned by :

x
(3)
t =

Kt−1∑
k=0

(t2k+2 − t2k+1)

x
(4)
t =

Kt−1∑
k=0

(
β−t2k+2+1 − β−t2k+1+1

)
vt = δs(t)(t)−

t−1∑
l=t0

λs(l)(l)

Démonstration. See Appendix.
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4 Econometric model : Identifying restrictions

In the data, we observe wages in case of employment only during periods 1, ..., T (i.e. the
dates covered by our panel data) and we use this information to estimate equation (9). If the
individual is employed, the wage involved in this equation is the one observed in the data. If
the individual is not employed, it is the counterfactual wage if the individual were employed. In
particular, we allow structural parameters implicit in this equation, ρei , ρ

n
i , ci, κi and log(Hi1),

i.e. returns in both sectors, the cost of e�ort, the terminal value of human capital and the initial
value of human capital, to be individual-speci�c while we restrict heterogeneity by assuming that
the discount factor β is homogeneous. The log earnings equation can thus be written as

ln yit = ηi0 + ηi1t+ ηi2β
−t + ηi3x

(3)
it + ηi4x

(4)
it + vit,

= ηi0 + xitηi + vit,

where vit = δit −
∑t−1

l=t0
λsill in which sil is the sector chosen by individual i at period l and

xit = (t, β−t, x
(3)
it , x

(4)
it ) and ηi = (ηij)j=1,.,4.

5

We start by looking at the identi�cation of parameters η in the case selection in employment
is exogenous. We then turn to stating the conditions under which selection is conditionally
exogenous.

4.1 Identi�cation under exogenous selection

We begin with elements about identi�cation when selection in employment is exogenous. Note
that the number of structural parameters and the number of reduced form parameters are both
equal to 5 for each individual. Yet, a necessary condition for point identi�cation is that there
is enough individual mobility across sectors. Indeed, consider an individual i who is employed
during the whole period in sector e, or who moves only once out of sector e to sector n, so that

x
(3)
it = x

(4)
it = 0 for all dates t during which this individual is working in sector e. Parameters

ηi3 and ηi4 are not identi�ed. Turn now to an individual making two transitions, one from e

to n �rst, and then a return from n to e later. In this case, x
(3)
it = (t2i − t1i) 1t>t2i and x

(4)
it =(

β−t2i − β−t1i
)

1t>t2i , and the two variables x
(3)
it and x

(4)
it are proportional to 1t>t2i . Parameters ηi3

and ηi4 are not separately identi�ed since the linear combination ηi3 (t2i − t1i)+ηi4
(
β−t2i − β−t1i

)
only is. Furthermore, an additional �nal exit from employment would not have any additional
identifying power. It is only if an individual makes four transitions (two from e to n and two from
n to e) that parameters ηi3 and ηi4 are identi�ed separately. Remark that underidenti�cation of
parameters ηi3 and ηi4 does not a�ect the identi�cation of the other parameters ηi0, ηi1 and ηi2.

4.2 Missing conditionally at random assumption

We now discuss the identifying assumptions that we adopt and that make selection exoge-
neous when we impose the structural model and in particular the participation equation (8).
First, stochastic processes ωit (i.e. sector preference), δit (i.e. human capital price) and λit (i.e.
depreciation), are speci�ed as linear factors :

ωit = ϕ
(ω)
t θ

(ω)
i + ω̃it, (15)

δsit = ϕ
(δ),s
t θ

(δ),s
i + δ̃sit, (16)

λsit = ϕ
(λ),s
t θ

(λ),s
i + λ̃sit. (17)

5. From now on, when there is no superscript, parameters are those in the employment sector ; other-
wise the superscript gives the sector.
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in which residual random shocks satisfy the following orthogonality restrictions :(
ω̃it, δ̃

s
it, λ̃

s
it

)
t≥1,s∈{n,e}

⊥
(
ϕ
(ω)
t θ

(ω)
i , ϕ

(δ),s
t θ

(δ),s
i , ϕ

(λ),s
t θ

(λ),s
i

)
t≥1,s∈{n,e}

,

E (ω̃it |Φt, θi ) = E
(
δ̃sit
∣∣Φt+1/2, θi

)
= E

(
λ̃sit
∣∣Φt+1/2, θi

)
= 0. (18)

where we denote Φt =
{
ϕ
(ω)
t ,Φt−1

}
to mimic for factors the construction of history Zt and we

de�ne Φt+1/2 accordingly that is Φt+1/2 =
{
ϕ
(δ),e
t , ϕ

(δ),s
t , ϕ

(λ),e
t , ϕ

(λ),n
t ,Φt

}
, consistently with the

timing of Figure 1. We also denote θi =
{
θ
(ω)
i , θ

(δ),e
i , θ

(δ),n
i , θ

(λ),e
i , θ

(λ),n
i

}
and extend the notation

Zt and Zt+1/2 in a natural way to Z̃t and Z̃t+1/2 which now refer to the histories of residual

random shocks ω̃it, δ̃
s
it and λ̃

s
it.

Second, we assume that :

Assumption M(issing)C(onditionally on)F(actors)A(t)R(andom) :

ω̃it ⊥ Z̃t−1/2
∣∣∣Φt, θi (19)

(δ̃sit, λ̃
s
it) ⊥ Z̃t

∣∣∣Φt+1/2, θi (20)

Note that it implies that {ω̃it}t≥1 and {(δ̃sit, λ̃sit)}t≥1 are independent and that they are both
independently distributed over time (although they could be heteroscedastic).

We now prove that these assumptions in a linear factor setting imply that selection is exoge-

nous and that experience variables x
(3)
it and x

(4)
it are exogenous. First rewrite the wage equation

under assumptions (15)-(17) :

ln yit = ηi0 + xitηi +ϕ
(δ)
t θ

(δ)
i −

 t−1∑
l=t0

ϕ
(λ),n
l 1{sil=n}

 θ(λ),ni −

 t−1∑
l=t0

ϕ
(λ),e
l 1{sil=e}

 θ(λ),ei + ṽit (21)

where ṽit = δ̃it −
∑t−1

l=t0
λ̃sill can be rewritten as :

ṽit = δ̃it −

 t−1∑
l=t0

λ̃nil1{sil=n}

−
 t−1∑
l=t0

λ̃eil1{sil=e}

 . (22)

Second, the sector choice equation (8) can be rewritten as :

ω̃it + Et
(
δ̃eit − βκit+1λ̃

e
it

)
− Et

(
δ̃nit − βκit+1λ̃

n
it

)
≥ f(ϕt, θi)

in which f(ϕt, θi) is a function of factors and factor loadings which in particular subsumes

investment terms like ci
(τsit)

2

2 . 6 Because of de�nition (??) and condition (20) we have that

Et

(
δ̃sit − βκit+1λ̃

s
it

)
= 0 for s = e, n and the selection equation rewrites as :

ω̃it ≥ f(ϕt, θi). (23)

Furthermore, conditions (19) and (20) imply that :

6. Indeed, the sector choice depends on the terms τsi (t) as shown by equation (8), which depend
themselves on ρsi through equation (7).
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� ω̃it is independent of δ̃it given factors and factor loadings (Φt+1/2, θi),

� ω̃it is independent of the history of depreciation shocks, λ̃si , s ∈ {n, e} , up to date t− 1,
given factors and factor loadings (Φt+1/2, θi),

� ω̃it is independent of the history of sector preferences, ω̃i, up to date t− 1, given factors
and factor loadings (Φt, θi).

and this in turn implies that ω̃it and ṽit are independent given factors and factor loadings
(Φt+1/2, θi). This proves that under conditions (19) and (20), selection is exogenous. 7

Furthermore, explanatory variables x
(3)
it and x

(4)
it are exogenous under the same conditions.

Indeed, these two variables can be written as functions of past sector choices as stated in equation
(??). For instance :

x
(3)
it =

t−1∑
l=1

1{sil=n}.

We evaluate E
(
ṽit

∣∣∣x(3)it , x(4)it ,Φt+1/2, θi

)
as given by equation (22). First, (x

(3)
it , x

(4)
it ) and δ̃it are

independent because of condition (20). Moreover the second and third terms of ṽit are such that :

E

 t−1∑
l=t0

λ̃sil1{sil=s}

 | x(3)it , x(4)it , ϕt, θi


= E

E
 t−1∑
l=t0

λ̃sil1{sil=s} | ωit−1,.,ωi1, ϕt, θi

 | x(3)it , x(4)it ,Φt+1/2, θi


= E

 t−1∑
l=t0

E(λ̃sil | ωit−1,.,ωi1, , ϕt, θi)1{sil=s}

 | x(3)it , x(4)it ,Φt+1/2, θi


= 0

because the processes {ω̃it}t≥1 and {(δ̃sit, λ̃sit)}t≥1 are independent over time conditional on factors
and factor loadings. This is why we obtain that covariates are exogenous since :

E
(
ṽit

∣∣∣x(3)it , x(4)it ,Φt+1/2, θi

)
= 0.

5 Estimation strategy

This strategy is dictated by our available data which consist in employment status and wage
histories when employed for cohorts of individuals entering the labour market between 1985 and
1992 in France. No information is available when individuals are not employed.

5.1 Estimation procedure

We estimate the model pooling all cohorts together and making the simplifying assumption
that factors and factor loadings associated with the depreciation rate of human capital are the

same for the two sectors : ϕ
(λ),e
t = ϕ

(λ),n
t and θ

(λ),e
i = θ

(λ),n
i . In that case, interactive terms

associated with the rental price and depreciation rate of human capital enter additively in a
similar way in the wage equation and they are thus undistinguishable. Without loss of generality,

7. These conditions are su�cient and far from necessary and are stated this way for the sake of
simplicity. In particular, the independence assumption between preference shocks, ωit, and price shocks,
δit, might be substantially weakened.
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we thus drop terms ϕ
(λ),s
t θ

(λ),s
i from the wage equation and we relabel ϕ

(δ)
t θ

(δ)
i as ϕtθi. The wage

equation becomes :
yit = ηi0 + xitηi + ϕtθi + ṽit (24)

where :

xit =
(
t, β−t, x

(3)
it , x

(4)
it

)
ηi = {ηi1, ηi2, ηi3, ηi4}′

Because of the presence of additive individual �xed e�ects, ηi0, and individual e�ects, ηi1 and ηi2,
interacting with individual-invariant explanatory variables, t and β−t, a normalisation restriction
on factors is needed and we adopt the following one :

ϕ ⊥
(
eT , x

(1), x(2)
)

(25)

with ϕ = (ϕ1, ..., ϕT )′, x(1) = (1, ..., T )′ and x(2) = (1, ..., β−T )′. Note in particular that this
restriction yields that the average of interactive time e�ects is zero :

∑T
t=1 ϕt = 0. There is no

such normalisation on interactive individual e�ects, θi, because the structural model does not
impose any additive time �xed e�ects.

Our approach consists in maximizing a pseudo-likelihood for observations for which wages
are observed. Minimizing the sum of squares is equivalent to maximizing the log-likelihood of
identically and independently distributed normals. As the model involves interactive e�ects and
the panel is not balanced, we use an EM algorithm. In the expectation step, we replace wages with
their linear predictions at dates at which workers have not yet entered the labor market � a form
of left-censoring � or are not employed (sector n). 8 In the maximization step, we maximize the
quasi-likelihood for observations corresponding to all individuals and dates. Heyden and Morton
(1996) show that this EM algorithm is valid and allows to recover the pseudo-score estimators of
parameters. Note that this procedure is merely a statistical device to recover consistent estimators
of parameters, and it does not matter that wages are imputed using our model speci�cation at
dates where the model is not veri�ed.

We now describe our following iteration algorithm in which we use (k) as a superscript for

parameters at step k. Our initial conditions, ϕ(0), are such that ϕ(0)(ϕ(0))′

T = I, the identity
matrix. When yit is not observed, it is replaced with the prediction obtained from individual-
speci�c regressions of observed values of yit on xit.

The updating from step k − 1 to step k is the following :

1. We regress yit on xit and ϕ
(k−1)
t for each individual considering only periods at which

they are observed, and we recover the estimators η
(k)
i , η

(k)
0i and θ

(k)
i . 9

2. We predict the values of yit when not observed or censored using the formula : ŷit =

η
(k)
0i + xitη

(k)
i + ϕ

(k−1)
t θ

(k)
i .

3. We estimate the factor model : yit − η(k)0i − xitη
(k)
i = ϕtθi + ˜̃vit and recover the estimator

ϕ
(k)
t using Bai (2009)'s approach. Accordingly, we impose the identi�cation restrictions :

8. Some workers are more than 50 years old and according to a �at-spot approach we assume that
they no longer accumulate human capital. We also replace their wages by their linear prediction after 50
as a mere statistical device to balance the panel. This is akin to right-censoring.

9. Note that we retain the estimator of θi at this step rather than the one from Bai's procedure at
step 3 of previous iteration to avoid using imputed values of yit to estimate θi. This makes the algorithm

converge faster. Note also that even if θ
(k)
i θ

(k)′
i /N is not diagonal by construction at each iteration of our

algorithm, it becomes diagonal as the algorithm converges since estimated parameters converge to the
least square solution as shown in Appendix.
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ϕϕ′/T = I, θθ′/N is diagonal and the �rst element of each row of ϕ1 is positive. 10 For

the additional identi�cation restrictions (25) to be veri�ed, we project ϕ
(k)
t on the space

orthogonal to eT , x
(1) and x(2). We then re-normalize the projection within this space such

that the identi�cation restriction ϕ
(k)
t ϕ

(k)′
t /T = I is still veri�ed and such that ϕ1 > 0

We need a criterium to stop the iterative procedure after a meaningful number of steps, such
that there is convergence when the criterium takes values that are small enough. We choose
this criterium to be the minimum of two subcriteria for factors and factor loadings. Accor-
ding to Bai's approach, factors can be recovered as the K eigenvectors (multiplied by

√
T be-

cause of the restriction ϕ(k)ϕ(k)′/T = I) corresponding to the K largest eigenvalues of matrix
N∑
i=1

(
yi − η(k)0i − xiη

(k)
i

)(
yi − η(k)0i − xiη

(k)
i

)′
where yi = (yi1, ..., yiT )′ and xi = (x′i1, ..., x

′
iT )′. It is

then problematic to consider the convergence of estimated factors one by one, since their order
can change between two iterations when their eigenvalues are close. Consequently, we rather
consider that there is convergence when the space generated by estimated factors converges. Our

�rst subcriterium is thus : C1 ≡
∥∥∥Mϕ(k−1)ϕ(k)

∥∥∥ /RT .
Furthermore, it is too demanding to have each factor loading converge and we rather want

to achieve convergence for their averages and covariance matrices. Our second subcriterium is
thus : C2 ≡ min (c1, c2) where :

c1 = N
(
θ
(k) − θ(k−1)

)′
V
(
θ
(k−1)

)−1 (
θ
(k) − θ(k−1)

)
with θ

(k−1)
=

N∑
i=1
θ
(k−1)
i /N (the inverse of variance V

(
θ
(k−1)

)
being used to give less weight to

averages of factor loadings estimated with more uncertainty), and :

c2 = tr

[(
V
(
θ
(k)
)
− V

(
θ
(k−1)

))(
V
(
θ
(k)
)
− V

(
θ
(k−1)

))′]
/tr
[
V
(
θ
(k−1)

)]
using the fact that tr

[
(A−B)′ (A−B)

]
is a distance between matrices A and B, and dividing

by tr
[
V
(
θ
(δ)
)]

as a normalization. Our overall criterium is C = min (C1, C2) and we consider

that there is convergence when C < tol where tol = 1e− 4.

6 Results

We present estimation results of our main speci�cation described in equation (24) and that
includes two factors. We also comment how estimates vary when changing the number of factors.

6.1 Estimated coe�cients and explanatory power

We �rst decompose the variance into : (1) the overall e�ect of observed factors, (1, t, β−t),whose
interactions with factor loadings describe potential log-wages in sector e due to human capital
investments and include the additive individual e�ect (ηi0 + tηi1 + β−tηi1), (2) the overall e�ect

of absences or interruptions from the panel (x
(3)
it ηi3 +x

(4)
it ηi4) (3) the overall e�ect of unobserved

factors (ϕtθi) and(4) the residual (ṽit). We distinguish neither linear, ηi1, from non-linear, ηi2,
e�ects of potential experience, nor between linear and non linear e�ects of interruptions, ηi3 and
ηi4 because both elements within those pairs of factor loadings are highly correlated.

10. Alternatively, regressing yit − η(k)0i − xitη
(k)
i on θ

(k)
i under the constraint ϕϕ′/T = I would deliver

another estimate of ϕ.
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Table 3 reports the estimated correlations between these groups of e�ects, their correlations
with log-wages (yit), as well as their own estimated variances. It shows that the correlation
between the overall e�ect of observed factors and the overall e�ect of absences is negative and
sizable (−0.85). There might be a mechanical e�ect due to the fact that the number of years
during which a male individual is absent from the panel is positively related to the length of the
observation period and therefore to the level of human capital investments. More substantially,
this denotes that larger human capital investments are associated with much fewer interruptions
or with much smaller duration of those interruptions. Unobserved factors and observed factors
e�ects are also negatively correlated (−0.23). One possible interpretation is that temporary
shocks to human capital prices or depreciation might be inversely related to the level of human
capital stocks. As the correlation between the overall e�ect of factors and the e�ects of absences
is small (−0.05), further selection terms are unlikely to be governing unobserved factors.

Unsurprisingly, observed factors have the largest explanatory power since its overall e�ect
has the largest variance and the largest correlation with log-wages (0.43). Variables denoting
the number of periods outside the panel also have a large explanatory power but the correlation
of their overall e�ect with log-wages is close to zero (0.004). Recall however that the e�ect of
interruptions are not identi�ed for observations which are continuously or quasi-continuously
observed over the whole period. In this case, their estimates are implicitly set to zero.

Besides, unobserved factors do not have a large explanatory power but at the same time it
is far from being negligible, since the variance of their overall e�ect is more than one-third that
of log-wages (although the correlation between their overall e�ect and log-wages is only 0.05). If
instead of the correlation matrix, we return to the covariance matrix, the variance of log-wages
(0.147) can be decomposed into a covariance between log-wages and observed factors equal to
0.133, between log wages and interruptions of 0.001, between log wages and unobserved factors
of 0.005 and �nally the covariance of residual terms is equal to 0.008. Heterogeneity terms on top
of potential experience are not that important at the level of the whole population. Note that
the variance of residuals is close to zero, suggesting that the numerous sources of unobserved
heterogeneity introduced in the model are enough to get a excellent �t for log-wages. Furthermore,
Figure 5 shows that the time pro�le of the two factors introduced in the speci�cation have cycles
and, without surprise, those are countercyclical since our identi�cation restriction imposes that
factors are orthogonal.

6.2 Wage pro�les

We begin with analyzing the evolution of average log wages as a function of potential expe-
rience and turn to the analysis of the pro�les of their variances along the life-cycle. We contrast
these evolutions across education levels and across the number of interruptions in private sector
individual careers.

6.2.1 Evolution of mean wages with potential experience

We predict individual log-wages in the counterfactual situation in which individuals would
have been employed continuously in the private sector since their entry on the labour market.
More precisely, the counterfactual log-wage of an individual i at any given date t is predicted to
be :

ycit = η̂ci0 + η̂ci1t+ η̂ci2β
−t (26)

when (η̂ci0, η̂
c
i1, η̂

c
i2) are estimates of individual parameters obtained. Those predictions can be

interpreted as potential log-wages without any interruption. As observed factors used to construct
these counterfactuals, xi1 and xi2, are written as a function of calendar time, it is simpler to
abstract from calendar e�ects and consider a counterfactual situation in which all individuals
enter the labor market during the same year � chosen to be 1985. Counterfactual individual
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parameters corresponding to that situation can be computed from structural formulas (10)-(12)
and they verify (ηci0, η

c
i1, η

c
i2) = (ηi0 + ηi1 (T − t0i) , ηi1, ηi2 exp

[
β−(T−t0i)

]
). This presentation

allows us to focus on the e�ects of potential experience on log-wages in the private sector for all
cohorts over the �rst twenty years of potential experience during which all cohorts are present
in the data.

We present results on how the population mean and variance of counterfactual log-wages
evolve with potential experience using sets of estimates derived from di�erent speci�cations. Our
main and preferred speci�cation includes the observed factors, the variables describing interrup-
tions and two unobserved factors. Alternative speci�cations either omit interruption variables or
vary the number of unobserved factors. Discrepancies between counterfactual predicted pro�les
indicate how results are biased by the omission of these components. We also conduct the same
exercise distinguishing counterfactual log-wage pro�les by education level and the number of
interruptions.

Figure 6 displays the average counterfactual log-wage pro�les. As log-wages are de�ated with
the price of human capital, their level is not meaningful and the mean counterfactual log-wage
in the main speci�cation is normalized to zero at the initial date. Results show that the mean
counterfactual log-wage is increasing and slightly concave in the main speci�cation. The mean
yearly increase in log-wages over the whole period is 3.7% � wages approximately doubling over
20 years � but 17 years after the entry on the labor market, this average return decreases to 1.5%
only because of lower human capital investments (concave pro�les).

When the estimated speci�cation retains either none, one or three unobserved factors, the
pro�le of the mean counterfactual log-wage is hardly a�ected although the curvature of the pro�le
is less pronounced with no or one factor only. When unobserved factors and variables related
to non-employment (xi3 and xi4) are both omitted, the mean counterfactual log-wage pro�le is
�atter and less concave in a sizeable way. This pro�le starts above the main speci�cation one
but crosses it after �ve years and ends up below. After twenty years of potential experience,
the di�erence of mean counterfactual log-wages is around 7.8 percentage points between the
speci�cations � out of a total of about 100 points as mentionned above. Overall, this highlights,
not so much the importance of including unobserved factors, but the importance of allowing for
individual variables describing private sector interruptions.

We repeat the same exercise for subsamples strati�ed by education level and the number
of interruptions. As above, education levels are grouped into high school drop-outs, high-school
graduates, some college or college graduates. As the price of human capital varies across education
levels, the comparison of mean counterfactual log-wages across education levels is not meaningful
and we normalize pro�les in such a way that their starting values at the initial date, in the main
speci�cation, are zero for every education level. Figure 7 plots pro�les for two speci�cations, the
main one and when there are no unobserved factors. First, the slope of the pro�les increases
with the level of education and pro�les are slightly concave at all education levels. For the main
speci�cation, the mean yearly increase in log-wage is twice larger for college graduates than for
high-school drop-outs (5.9% vs. 2.9%). For every education level, the predicted pro�le in the
speci�cation with no unobserved factor is close to the one derived using the main speci�cation.
This suggests that ignoring selection hardly biases the estimated returns to experience whatever
the education level.

Figure 8 plots log-wage pro�les for the main speci�cation and when both unobserved factors
and interruption variables are omitted. Interestingly, for every education level, the pro�le in the
main speci�cation is above the one using estimates omitting unobserved factors and interruption
variables. Returns to experience are biased downward when ignoring interruptions during which
human capital is likely to deteriorate. The length of interruption periods and deterioration rates
vary across education levels, and the discrepancy between the two pro�les is the largest for
high-school drop-outs and workers with some college experience. This is not surprising because
high-school drop-outs experience more frequent and longer periods of interruptions which a�ects
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human capital stocks (see below). Moreover short-track college individuals are less likely to have
attractive options outside private-sector jobs that can prevent the deterioration of their human
capital. In contrast, college and high-school graduates may engage into work activities outside
the private sector in which the deterioration of human capital might be less likely. In particular,
these groups could go through spells of white collar self-employment as professionals or blue
collar self-employment when holding a technical high-school diploma.

We repeat the same exercise for subgroups of workers depending on the number of interrup-
tions (0, 1, 2, 3 or > 4). The comparison of wage levels is not meaningful because the composition
in terms of education levels varies across subgroups and wages are de�ated with education level-
speci�c prices of human capital. For instance, high-school drop-outs are over-represented in the
subgroup with four or more interruptions. Consequently, we normalize pro�les as before in such
a way that their starting values at the initial date in the main speci�cation are zero for each
subgroup.

Figure 9 reports for every subgroup the mean counterfactual log-wage in the main speci�ca-
tion and for the alternative speci�cation in which there are no unobserved factors. Interestingly,
it shows that the return to experience is biased downward when the speci�cation has no factor
and the discrepancy between pro�les using di�erent speci�cations tends to increase with the
number of interruptions. This Figure shows that in the speci�cation without unobserved factors,
the prediction of potential wages for permanent workers and workers with interruptions are dif-
ferent while they are closing in when two unobserved factors are estimated. This evinces that
variables describing interruptions, x3 and x4, and unobserved factors are correlated.

Finally, Figure 10 displays, for every subgroup, the mean counterfactual log-wage in the main
speci�cation and in an alternative speci�cation which omits unobserved factors and interruptions.
For a given subgroup, the di�erence between the two pro�les is even larger than previously and it
increases with the number of interruptions. This points out again that returns to human capital
are underestimated when interruption periods are not taken into account. The downward bias
is very large when interruption periods are frequent. After 20 years, the di�erence between the
two pro�les is as large as 28.6 percentage points for individuals experiencing four interruptions
or more.

6.2.2 Evolution of wage dispersion with experience

We now assess how the variance of counterfactual log-wages evolves with experience for alter-
native speci�cations and subgroups. An important issue is the sampling error on the estimated
individual parameters � of an order of magnitude equal to the reciprocal of the number of obser-
ved periods � that biases the empirical estimates of population variances (for instance, Arellano
and Bonhomme, 2012). We propose a simple approach to deal with the sampling error in which
the sampling error on estimated factors is ignored. This is a rather unconsequential approxima-
tion since factors are period-speci�c e�ects estimated using a large number of individuals. This
approach is detailed in Appendix ?? and we comment results on bias-corrected variances and
compare them with uncorrected variances to assess the e�ect of our small-sample correction.

Figures ?? displays the pro�le of variances of log-wages as a function of potential experience.
For our main speci�cation, the variance decreases until four years of potential experience before
increasing until the end of our twenty-year period. This is consistent with a Mincer dip in wage
pro�les due to the crossing of heterogenous log-wage pro�les (Mincer, 1974). This makes a big
di�erence for the variance of potential wages. At the dip, the variance estimate is around .25
while it approaches 1 after 20 years of potential experience

This is true for corrected and uncorrected estimates. This correction is however very signi�-
cant for all speci�cations and in particular in the main speci�cation, decreases estimated variances
of log-wages after 20 years of potential experience from a raw value of about 1 to a corrected
value of .5. When groups of variables are omitted, this also systematically biases variances down-
wards. Speci�cally, allowing for more unobserved factors in the speci�cation increases estimated
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variances. Increasing the number of factors might play out on the precision of estimates of indivi-
dual parameters and mechanically increase variance estimates. Our small-sample bias-correction
does not seem to succeed in balancing away this additional source of small sample-bias.

Figures 13 and 14 report estimates of the pro�les of variance for di�erent education levels.
We �nd again that omitting factors biases downwards variance estimates for all education levels.
More originally, we �nd that college and high school graduates have the highest predicted variance
of log-wages after 20 years, the variance estimates of short-track college and high school drop-
outs being slightly lower. This is to be related to the ordering between these groups obtained
when average log-wages across education levels are compared.

Finally, Figures 15 and 16 display variance estimates in subsamples strati�ed by the number
of interruptions. the pro�les of variance of log-wages for the subsample of individuals without any
interruption in their careers is much �atter than in the other subsamples. The order of magnitude
of variances is much higher in subsamples in which the number of interruptions is above 3 and
the pro�les of these variance estimates are much steeper.
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Figure 2 � Males : Mean log-wage as a function of potential experience, by diploma
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Note : �All� : all individuals entering the labour market between 1985 and 1992 ; �Selected� : individuals entering the labour
market between 1985 and 1992 who are employed at least 15 years in our panel data.
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Figure 3 � Males : Price of human capital by diploma
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Note :Mean log-wage computed on the subsample of observations such that individuals are 50-55 years old.

Figure 4 � Males : Mean and variance of log-wages de�ated with prices of human capital

as a function of potential experience for our selected sample, by diploma
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Note : �All� : all individuals entering the labour market between 1985 and 1992 ; �Selected� : individuals entering the labour
market between 1985 and 1992 who are employed at least 15 years in our panel data.
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Figure 5 � Males : Value of factors as a function of time, main speci�cation
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Note : The main speci�cation includes two factors, and the sign of factors was initially normalized such that their value is
positive in 1985. However, the opposite is represented for the second factor for its curve to be consistent with that of factors
obtained with speci�cations that include one or three factors (see Figure ??).

Figure 6 � Males : Mean counterfactual log-wage as a function of potential experience
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Note : �Main� : main speci�cation that includes variables xi1, xi2, xi3 and xi4 as well as the additive individual e�ect and
two interactive factors ; �Basic� : speci�cation that includes only variables xi1 and xi2, and the additive individual e�ect ;
�No factor� : the same as �Main� but without interactive factors ; �One factor� : the same as �Main� but with only one
interactive factor ; �Three factors� : the same as �Main� but with three interactive factors. The levels of mean counterfactual
log-wages are normalized for all speci�cations using the value at period zero of the benchmark speci�cation.
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Figure 7 � Males : Mean counterfactual log-wage as a function of potential experience

by education level, main speci�cation and speci�cation with no factor
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Note : In solid line : main speci�cation that includes variables xi1, xi2, xi3 and xi4 as well as the additive individual e�ect
and two interactive factors ; in dashed line : same speci�cation as the main one, but without interactive factor. For each
diploma, the levels of mean counterfactual log-wages are normalized for the two speci�cations using the value at period zero
of the benchmark speci�cation.

Figure 8 � Males : Mean counterfactual log-wage as a function of potential experience

by education level

main and basic speci�cations
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Note : In solid line : main speci�cation that includes variables xi1, xi2, xi3 and xi4 as well as the additive individual e�ect
and two interactive factors ; in dashed line : basic speci�cation that includes only variables xi1 and xi2, and the additive
individual e�ect. For each diploma, the levels of mean counterfactual log-wages are normalized for the two speci�cations
using the value at period zero of the benchmark speci�cation.
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Figure 9 � Males : Mean counterfactual log-wage as a function of potential experience

by number of interruptions, main speci�cation and speci�cation with no factor
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Note : In solid line : main speci�cation that includes variables xi1, xi2, xi3 and xi4 as well as the additive individual e�ect
and two interactive factors ; in dashed line : same speci�cation as the main one, but without interactive factor. For each
number of interruptions, the levels of mean counterfactual log-wages are normalized for the two speci�cations using the
value at period zero of the benchmark speci�cation.

Figure 10 � Males : Mean counterfactual log-wage as a function of potential experience

by number of interruptions, main and basic speci�cations
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Note : In solid line : main speci�cation that includes variables xi1, xi2, xi3 and xi4 as well as the additive individual e�ect
and two interactive factors ; in dashed line : basic speci�cation that includes only variables xi1 and xi2, and the additive
individual e�ect. For each number of interruptions, the levels of mean counterfactual log-wages are normalized for the two
speci�cations using the value at period zero of the benchmark speci�cation.
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Figure 11 � Males : Variance of counterfactual log-wages as a function of potential

experience
Raw Corrected
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Note : �Main� : main speci�cation that includes variables xi1, xi2, xi3 and xi4 as well as the additive individual e�ect and
two interactive factors ; �Basic� : speci�cation that includes only variables xi1 and xi2, and the additive individual e�ect ;
�No factor� : the same as �Main� but without interactive factors ; �One factor� : the same as �Main� but with only one
interactive factor. �Raw� : variance without any correction for sampling error ; �Corrected� : variance with correction for
sampling error.
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Figure 12 � Males : Variance of counterfactual log-wages as a function of potential

experience
Raw Corrected
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Note : �Main� : main speci�cation that includes variables xi1, xi2, xi3 and xi4 as well as the additive individual e�ect and
two interactive factors ; �Basic� : speci�cation that includes only variables xi1 and xi2, and the additive individual e�ect ;
�No factor� : the same as �Main� but without interactive factors ; �One factor� : the same as �Main� but with only one
interactive factor. �Raw� : variance without any correction for sampling error ; �Corrected� : variance with correction for
sampling error.

Figure 13 � Males : Variance of counterfactual log-wages as a function of potential

experience

by education level, main speci�cation and speci�cation with no factor
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Note : In solid line : main speci�cation that includes variables xi1, xi2, xi3 and xi4 as well as the additive individual e�ect
and two interactive factors ; in dashed line : same speci�cation as the main one, but without interactive factor. �Raw� :
variance without any correction for sampling error ; �Corrected� : variance with correction for sampling error.
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Figure 14 � Males : Variance of counterfactual log-wages as a function of potential

experience,

by education level, main and basic speci�cations
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Note : In solid line : main speci�cation that includes variables xi1, xi2, xi3 and xi4 as well as the additive individual e�ect
and two interactive factors ; in dashed line : basic speci�cation that includes only variables xi1 and xi2, and the additive
individual e�ect. �Raw� : variance without any correction for sampling error ; �Corrected� : variance with correction for
sampling error.

Figure 15 � Males : Variance of counterfactual log-wages as a function of potential

experience

by number of interruptions, main speci�cation and speci�cation with no factor
Raw Corrected
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Note : In solid line : main speci�cation that includes variables xi1, xi2, xi3 and xi4 as well as the additive individual e�ect
and two interactive factors ; in dashed line : same speci�cation as the main one, but without interactive factor. �Raw� :
variance without any correction for sampling error ; �Corrected� : variance with correction for sampling error.
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Figure 16 � Males : Variance of counterfactual log-wages as a function of potential

experience

by number of interruptions, main and basic speci�cations
Raw Corrected
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Note : In solid line : main speci�cation that includes variables xi1, xi2, xi3 and xi4 as well as the additive individual e�ect
and two interactive factors ; in dashed line : basic speci�cation that includes only variables xi1 and xi2, and the additive
individual e�ect. �Raw� : variance without any correction for sampling error ; �Corrected� : variance with correction for
sampling error.
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Table 3 � Males : Variance analysis of the e�ects, main speci�cation

Variance Correlation
Log-wage Potential Non- E�ect of Residual

experience employment factors
e�ect e�ect

Log-wage 0.147 1.000 0.425 0.004 0.051 0.229
Pot. exp. e�ect 0.671 0.425 1.000 -0.848 -0.233 0.000
Non-empl. e�ect 0.501 0.004 -0.848 1.000 -0.046 -0.000
E�ect of factors 0.059 0.051 -0.233 -0.046 1.000 0.000
Residual 0.008 0.229 0.000 -0.000 0.000 1.000

Note : �Potential experience e�ect" : sum of all e�ects related to potential experience and the individual additive e�ect :

ηi0 + ηi1t+ ηi2β
−t ; �Non-employment e�ect� : sum of all e�ects related to being absent from the panel : ηi3x

(3)
it + ηi4x

(4)
it ;

residual : ṽit.
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